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Abstract
The main aim of the pilot project is a research and development of the meeting speech recognition system for the Slovak language. The system includes:

- voice recording of meetings in small conference rooms with a limited number of participants using microphone array;
- automatic domain-specific and speaker-dependent speech-to-text transcription in the Slovak language;
- management for storing, browsing, searching and synchronization of transcripts with audio recordings.

Expected outcome is functional prototype, practically applicable software product for automatic transcription of meetings, educational talks and lectures.

System Description
The proposed prototype of the meetings speech recognition system (MSR) in the Slovak language consists of:

- microphone array (Microcone - up to 6 speakers);
- multi-channel speech recorder;
- multi-channel speech enhancement (denoising/deverberation);
- robust speech/non-speech (voice) activity detection;
- speaker segmentation and verification (including diarization);
- effective acoustic feature extraction and dimension reduction;
- gender-dependent and speaker-dependent language modeling;
- domain-specific and speaker-dependent language modeling;
- knowledge-based lattice rescoring module;
- simple workflow management for storing, browsing, searching and synchronization of audio recordings and transcripts;
- interactive graphical user interface (GUI).

Advanced Algorithms Overview

- speech enhancement using extended spectral subtraction (ESS) and minimum mean square error (MMSE);
- spatiotemporal averaging (SMERSH) and derive glottal closure instants (DYPSA) for multi-microphone speech dereverberation;
- blind audio separation through independent component analysis (ICA);
- voice activity detection based on variance of mel-frequency cepstral (MFC) coefficients and principal component analysis (PCA);
- improving discriminative properties of reduced acoustic features (through PCA) using two-dimensional linear discriminant analysis (2D-LDA);
- unsupervised speaker adaptation through constrained and feature space maximum likelihood linear regression (CMLLR and fMLLR);
- language model adaptation using linear interpolation (LI) of several domain specific models and minimum discrimination information (MDI) approach;
- multi-thread server-based MSR system with two-pass recognition strategy;
- knowledge-based lattice rescoring based on recognized output voting error reduction (ROVER) system.
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